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ABSTRACT The past two decades have seen an enormous
growth in the field of human brain mapping. Investigators
have extensively exploited techniques such as positron emis-
sion tomography and MRI to map patterns of brain activity
based on changes in cerebral hemodynamics. However, until
recently, most studies have investigated equilibrium changes
in blood flow measured over time periods upward of 1 min.
The advent of high-speed MRI methods, capable of imaging
the entire brain with a temporal resolution of a few seconds,
allows for brain mapping based on more transient aspects of
the hemodynamic response. Today it is now possible to map
changes in cerebrovascular parameters essentially in real
time, conferring the ability to observe changes in brain state
that occur over time periods of seconds. Furthermore, because
robust hemodynamic alterations are detectable after neuronal
stimuli lasting only a few tens of milliseconds, a new class of
task paradigms designed to measure regional responses to
single sensory or cognitive events can now be studied. Such
‘‘event related’’ functional MRI should provide for fundamen-
tally new ways to interrogate brain function, and allow for the
direct comparison and ultimately integration of data acquired
by using more traditional behavioral and electrophysiologi-
cal methods.

The field of human brain mapping has undergone enormous
changes in the last several years. Newer-generation positron
emission tomography imaging cameras now can dynamically
scan the entire brain with high sensitivity, allowing for map-
ping of neurotransmitter and receptor uptake and regulation.
Electrical and magnetic source imaging have the ability to
resolve patterns of brain activation on temporal scales mea-
sured in milliseconds, and users of these methods have made
great strides in the challenging problem of source localization.
However, perhaps none of these methods has done more to
excite the community of systems-level neuroscientists, cogni-
tive psychologists, and clinicians as the development over the
last half-decade of functional brain imaging using magnetic
resonance. Functional MRI (fMRI) combines at once the high
spatial resolution anatomic imaging capabilities of conven-
tional MRI with the hemodynamic specificity of nuclear tracer
techniques (positron emission tomography), allowing spatially
accurate mapping of human brain function to underlying
anatomy. Combined with newer MRI methods capable of
rapid sequential imaging at rates up to 20 images per sec (1),
fMRI methods also allow for something completely new—the
capability to tomographically image the second-by-second
time course of the hemodynamic and metabolic responses
underlying neuronal events.

This short report will review our current understanding of
the physiology underpinning these rapid fMRI signal changes,
and describe one important application of this high temporal
resolution—the ability to design probes of cognitive function
based on neuronal events evoked by single stimuli and task
trials. Event-related fMRI should allow human brain imagers
unprecedented flexibility in the design of task paradigms used
to probe both primary sensory and higher-level neuronal
function, and ultimately allow for the direct linkage of tomo-
graphic, hemodynamic-based brain imaging tools with elec-
tromagnetic source mapping techniques. This linkage could
provide a wholly new ‘‘camera’’ capable of millimeter spatial
and millisecond temporal resolution across the entire human
brain.

Hemodynamics, Metabolism, and Brain Activity

The link between neuronal function and associated cerebro-
vascular hemodynamic changes has been studied for more than
a century. Although the fundamental biochemical and elec-
trical messengers linking increased local neuronal activity with
increased regional cerebral blood flow (CBF), cerebral blood
volume, and blood oxygen content remain incompletely un-
derstood, it has been clear from the earliest observations that
electrical, hemodynamic, and metabolic parameters are cou-
pled in both space and time. In fact, well before the spatial
relationship between neuronal firing and CBF was directly
measurable, it was known that the timing between neuronal
and hemodynamic events was closely coordinated within sec-
onds (2, 3).

Data resulting from a variety of techniques during the
intervening century support this view, though more refined
measurements raise important questions about the relation-
ship between the various hemodynamic and metabolic param-
eters. For example, observations of cortical CBF after whisker
barrel stimulation reveals that blood flow begins to increase
within approximately 2 sec of the onset of stimulation, reach-
ing its peak value within approximately 5–7 sec (4, 5). More
recent data acquired by using equilibrium blood pool MRI
agents suggests that cerebral blood volume changes appear to
lag behind changes in CBF, suggesting a capacitance system
within the capillary and postcapillary bed (6). Interestingly,
however, recent optical data suggest that changes in total
hemoglobin content may precede changes in CBF (Dov Ma-
lack, personnel communication). Reconciling these two per-
spectives remains an area of considerable interest in under-

© 1998 by The National Academy of Sciences 0027-8424y98y95773-8$2.00y0
PNAS is available online at http:yywww.pnas.org.

Abbreviations: fMRI, functional MRI; CBF, cerebral blood flow;
BOLD, blood-oxygen-level-dependent; MEG, magnetoencephalogra-
phy.
‡To whom reprint requests should be addressed at: Nuclear Magnetic
Resonance Center, Massachusetts General Hospital, Building 149,
13th Street, Charlestown, MA 02129.

773

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 N
ov

em
be

r 
28

, 2
02

1 



www.manaraa.com

standing the dynamics of neuronalyvascular coupling. Simi-
larly, although it has been known for some time that there is
a rapid onset of increased tissue oxygen in both primary
sensory (visual) and higher-order (language) cortex in humans
after stimulation (7), the exact temporal ordering, indeed even
the fundamental relationship, between changes in oxygen
metabolism and the hemodynamic parameters of blood flow
and blood volume is still to be fully defined.

These issues have importance beyond their obvious physi-
ological interest. For example, although a wide range of data
support the notion that large-scale changes in hemodynamics
occur within 2 to 3 sec of underlying neuronal events, several
recent reports, including those using both optical (8) and MRI
techniques (9, 51), note that there may be subtle, but observ-
able, changes in these physiological parameters in times of a
few hundred milliseconds after neuronal stimulation. The
origin of such changes remains controversial, but is critical to
understanding whether even more precise timing information
may be obtainable by using these hemodynamic and metabolic
measures, and to understanding the quantitative relationship
between these physiological changes and the degree of under-
lying neural activity.

Dynamic Physiology and fMRI

Whatever its ultimate origin, the link between increased
neuronal firing and changes in cerebral hemodynamics and
metabolism is certainly a rapid one. Although early efforts at
human functional brain imaging relied (and continue to rely)
on the anatomic correspondence between neuronal activity
and hemodynamics, nuclear tracer technologies, both positron
emission tomography and single photon emission computed
tomography, typically lacked the temporal resolution to take
advantage of the temporal elements of this physiological
linkage (10, 11). The earliest functional activation studies with
MRI, which used exogenous paramagnetic tracers to map
changes in cerebral blood volume, had similar limitations,
allowing interrogation of changes in brain state with temporal
sampling measured across several minutes (12).

This situation changed radically with the concurrent devel-
opment of two advances in MRI. First, though initially de-
scribed early in the history of MRI (13), very rapid MRI
techniques were refined only to the point of human use at high
field (1.5 Tesla) by the end of the 1980s (14). These techniques
are capable of acquiring complete two-dimensional images
after a single radio frequency excitation (by using echo planar
imaging or other k-space trajectories such as spiral scanning).
It was in fact this development that allowed for the initial
studies of cerebral blood volume by using exogenous tracers
(15), and thus was the key technical development for the first
functional MR images of brain activity, by using contrast
agents (12).

Second, two new ‘‘endogenous’’ contrast mechanisms were
described. One of these mechanisms was based on changes to
the net longitudinal magnetization within an organ produced
by changing tissue perfusion. Originally described by Detre,
Koretsky, and colleagues at Carnegie Mellon University (16),
these first experiments now have spawned a whole host of
quantitative methods, broadly named arterial spin labeling
techniques, capable of measuring CBF with high spatial and
temporal precision. The second of these mechanisms was
based on changes in the transverse magnetization produced by
local changes in the magnetic susceptibility induced by chang-
ing net tissue deoxyhemoglobin content. Labeled BOLD con-
trast for blood-oxygen-level-dependent changes by Seige
Ogawa of Bell Labs (17), these early experiments demon-
strated that, as had been observed in vitro by Thulborn et al.
(18), changes in blood oxygenation induced changes in blood
MR signal intensity in vivo.

It was the combination of these endogenous contrast mech-
anisms with rapid imaging technology that inspired a veritable
revolution in human brain mapping. The first successful dem-
onstrations of human brain activation were performed by
combining high-speed imaging and both arterial spin labeling
and BOLD contrast mechanisms (19–22). These initial dem-
onstrations showed that the changes in MRI signal intensity
within activated cortical regions could be reliably measured by
using equipment designed for high signal sensitivity. Of greater
importance for this discussion, these demonstrations revealed
that the MR signal changes were truly dynamic, with MRI
signal changes occurring only seconds after the neuronal
activity onset (see Fig. 1; ref. 20). Thus these earliest experi-
ments were often shown as cine (movie) images, allowing
visualization of the temporal dimension to tomographic hu-
man brain functional imaging. Dynamic fMRI was born.

Despite the early recognition that these dynamic fMRI
experiments were fundamentally different from previous he-
modynamically based functional imaging methods, these early
studies typically used experimental paradigms that could have
been easily performed by using previous nuclear technologies.
Specifically, most experiments were performed by using ex-
tended periods of ‘‘on’’ versus ‘‘off’’ activations—so-called
block designs—which had been the stalwart of functional
studies of sensory and higher cortical function using positron
emission tomography and single photon emission computed
tomography for more than a decade. Nevertheless, although
such block designs are a necessity when imaging hemodynam-
ics by using techniques that require a quasi-equilibrium phys-
iological state for periods upward of 1 min, they were clearly
not required for fMRI experiments, where activity was de-
tectable within seconds of stimulus onset.

Movement away from blocked designs was gradual and
aided by a number of studies exploring fMRI signal responses
to brief stimulus events. Blamire et al. (23), for example,
showed that a stimulus duration of as little as 2 sec could
produce detectable signal changes. Under such a situation, the
observed signal changes were actually after the stimulus offset,
owing to the few-second rise time of the hemodynamic re-
sponse. Bandettini and colleagues (24) demonstrated signal
changes to even shorter task events. Subjects were instructed
to make finger movements for durations ranging from 1⁄2 sec
to 5 sec. In all situations, including the brief 1⁄2-sec movement
duration, clear signal increases were detected. A number of
similar studies of motor and visual stimulation followed (25–
28). The use of visual stimulation allowed the limits of duration

FIG. 1. Adapted from Kwong et al. (20). BOLD contrast signal
change is shown for a region of visual cortex during stimulation (on)
and during rest (off). These data originally were used to demonstrate
the application of BOLD contrast fMRI in normal human subjects. As
can be seen, the rise time of the signal (indicated with arrows) is very
rapid and has occurred after just a few seconds of stimulation,
indicating that shorter stimulus events should be detectable.
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to be explored by permitting temporally precise visual stimu-
lation. Savoy, O’Craven, and colleagues (25) showed that
visual stimulation as brief as 34 msec in duration could elicit
small, but clearly detectable, signal changes (see Fig. 2).
Boynton et al. (29), in a detailed and important exploration of
the linearity of the BOLD hemodynamic response, showed that
not only could brief stimulus durations be detected but also
that they integrated over time in a fashion approximating
linear summation (see also ref. 30).

These data all suggest that fMRI is sensitive to transient
phenomena and can provide at least some degree of quanti-
tative information on the underlying neuronal behavior. To-
gether, these results thus suggest that it should be possible to
interpret transient fMRI signal changes in ways directly anal-
ogous to electrophysiologic evoked potentials. A first step in
this direction was made by Dale and Buckner (31), who
recently showed that visual stimuli lateralized to one hemifield
could be detected within intermixed trial paradigms. Although
this result is unsurprising when trials are separated by long
inter-trial intervals compared with the hemodynamic response
function, they also showed that when left- or right-hemifield
stimuli were randomly presented to the subjects much more
rapidly than the hemodynamic response (in this case one
stimulus every 2 sec) it was still possible to extract out the
identical lateralization pattern to that seen with much longer
interstimulus intervals. By using methods similar to those
applied in the field of evoked response potential research, the
trials were selectively averaged to reveal the predicted pattern
of contralateral visual cortex activation. Taken together with
the above observations, these collective data demonstrate
convincingly that fMRI is capable of detecting changes related
to single-task events and brief epochs of stimulation.

Although these early studies show significant promise in the
ability to use fMRI data on a trial-by-trial basis, several
fundamental questions remain. Specifically, considerably more
work must be done to define the precise limits of these ‘‘linear
modeling’’ approaches to fMRI data analysis. The difficulty in
resolving this question lies in the fact that in many situations
it is unknown whether the underlying neuronal activity is itself
linearly additive across trials. Thus even when departures from
linearity are observed, it remains undetermined whether this
reflects an intrinsic nonlinear property of the hemodynamic or
underlying neuronal response. To date, several direct tests of
the linearity of the BOLD response have observed that, on first
approximation, the response sums roughly linearly over trials
and over time, at least for simple visual stimulation (29–31)
(see Fig. 3). The description ‘‘roughly’’ should be taken
seriously because subtle, but clear, departures from linearity
have been observed in almost all of these studies. Auditory
word stimuli also have been examined and were shown to
exhibit roughly linear responses when stimuli were presented
as frequently as one per 2 sec, though robust nonlinear

responses were present at higher presentation rates (32). The
most parsimonious explanation for all of these findings is that
the basic transformation between the summation of neuronal
events and the BOLD response is approximately linear, at least
with presentation rates typically used in fMRI studies. In-
stances where strong fMRI signal nonlinearities are observed,
such as when very rapid stimuli are presented, may represent
situations where there exist nonlinearities in either the hemo-
dynamic response or, perhaps more likely, the summation of
the underlying neuronal activity itself. Additional investigation
clearly will be needed to resolve this issue as well as develop
analysis methods to take into account the nonlinearities,
regardless of their origin (32). Equally important, additional
work must be performed to determine the presence of any
heterogeneity in these response functions across functionally
specialized regions within a sensory modality and across mo-
dalities.

An additional question left unresolved by these primary
sensory system studies was whether the signal-to-noise prop-
erties of fMRI were capable of detecting individual trial events
in higher-order cognitive paradigms, which were typically
associated with smaller responses. Buckner et al. (33) answered
this question by examining averaged individual trials of a word
generation task and exploring the evoked hemodynamic re-
sponse in sensory as well as higher-level prefrontal regions.
Clear signal change was detected in both regions, even within
individual subjects. Moreover, activation maps were produced
solely from fMRI paradigms consisting of isolated task trials,
rather than blocks of trials. The implication was that event-
related fMRI could be used to explore cognitive functions. In
fact, at the higher signal-to-noise levels achievable at higher

FIG. 2. Data from Robert Savoy and Kathleen O’Craven (25).
BOLD contrast signal change are shown for visual stimuli of various
brief durations. The three curves represent signal change for 34 msec,
100 msec, and 1,000 msec of stimuli, respectively. Importantly, clear
signal change can be observed for events lasting as briefly as 34 msec.

FIG. 3. Adapted from Dale and Buckner (31). (Upper) The raw
BOLD fMRI signal evoked when either one, two, or three trials of
visual checkerboard stimulation are presented. The trials were each 1
sec in duration and separated by 1 sec. The response increases and is
prolonged with the addition of multiple trials, indicating it does not
saturate going from one to three trials. (Lower) The explicit contri-
bution of each individual trial by subtracting the one-trial condition
from the two-trial condition (yielding the estimated response of the
second trial) and the two-trial condition from the three-trial condition
(yielding the estimated response of the third trial). The three estimated
trials are roughly similar, although subtle but clear departures from
linearity can be observed. This finding suggests the bold response can
be shown to add linearly over trials, although the generalization of this
finding to other brain regions and trial types is still an open question.
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magnetic fields, it appears to be possible to detect activations
from single events, without recourse to averaging of any kind
(34). This point is addressed in the next section.

Several laboratories also have developed methods for ana-
lyzing event-related fMRI paradigms. Initially, analyses based
on assigning fMRI images occurring with a certain delay after
a trial to the ‘‘on’’ task state and temporally separate images
to the ‘‘off’’ state were used (28, 33). However, this approach
is limited in that it does not take advantage of the transition
information in the hemodynamic response and makes limited
fixed assumptions about the shape of the hemodynamic re-
sponse. More recently, several analyses have been proposed
that model the hemodynamic response or a range of possible
responses (e.g., a basis set of hemodynamic responses). Voxels
best predicted by the models then are identified by using
statistical procedures (e.g., refs. 31, 35, and 36). These methods
and others are becoming increasingly used for fMRI studies as
evidenced by the several examples described in the next sec-
tion.

Applications to Cognitive Neuroscience

These developments in methodology have led to a number of
applications. Perhaps most relevant to this review are those
applications that could not have been easily done with con-
ventional blocked task paradigms. We describe several exam-
ples to both demonstrate the impact event-related fMRI is
having on the field and also to illustrate the range of task
paradigms that have benefited from event-related procedures.
Fig. 4 shows selected results from the studies discussed below.

One of the earliest examples of an application for event-
related fMRI was reported by Susan Courtney and colleagues
at the National Institute of Mental Health (37). They explored
a working memory paradigm and organized intermixed trials
such that the event of encoding a stimulus could be temporally
separated from the act of maintaining the stimulus in working
memory. By using analysis procedures that separated the
within-trial components related to encoding from those re-
lated to maintenance, they were able to show a pathway of
brain areas that were activated during both encoding and
maintenance but showed differential participation in the two
kinds of processes. Posterior visual areas contributed propor-
tionately more to perceptual encoding operations, whereas
prefrontal areas made their greatest contribution to mainte-
nance operations. Cohen et al. (38) reported a similar finding
by examining the within-trial time courses for a letter working
memory task (called the n-back task). They looked for effects
of time within the trials and its relation to a second factor,
memory load. The logic was that sustained activity across the
trial would indicate areas involved in maintenance or other
sustained processes whereas transient activity (showing an
effect of time) could not be related to sustained processes.
Consistent with the work of Courtney et al. (37) they found
activity within certain prefrontal areas was maintained across
the delay, whereas activity within posterior visual areas was
not.

Another notable example of event-related fMRI comes
from work of McCarthy and colleagues at Yale. McCarthy et
al. (39) explored how infrequent target events are processed by
the brain. They presented continuous strings of characters with
a target string appearing unpredictably once every 20 or so
trials—a procedure that can be accomplished only within
randomly intermixed trial designs. This paradigm yields the
well-documented P300 when examined with evoked response
potential. Exploring this effect with fMRI by averaging data in
relation to the onsets of the infrequent events demonstrated
prefrontal and parietal activation perhaps contributing to, or
being evoked by, the P300.

Konishi et al. (40) also have exploited the ability to intermix
and resolve signal from distinct trial types. They explored a

goyno-go paradigm where a cue appears across trials and
randomly indicates whether a response should be made or
withheld. Of critical importance is that by having the trials
randomly intermixed and encouraging a fast response criteria
(350 msec) requires subjects to prepare a response on any given
trial. The no-go cue, under such circumstances, signals subjects
to withhold (inhibit) their prepared response. Konishi et al.,
using event-related fMRI procedures, found activation in right
inferior prefrontal cortex that discriminated no-go from go
trials and might indicate a component of the neural mecha-
nisms underlying response inhibition. This example and that of
McCarthy et al. (39) are particularly noteworthy because they
both rely on stimuli that are unpredictable on trial-by-trial
basis, a paradigm design that can be analyzed only by using
event-related procedures.

Recent work by D’Esposito and colleagues (36) has ex-
panded the information obtainable by event-related fMRI to
include within-trial time courses explicitly. They had subjects
make comparisons about the locations of pairs of objects either
presented simultaneously (no-delay condition) or separated by
12-sec delays (delay condition). Comparison of activation time
courses across the two conditions was able to clearly show
temporal separation of the fMRI signal. The no-delay condi-
tion exhibited sensory-motor activation well before similar
activation in the delay condition. Within a blocked task
paradigm, the two temporally separate events likely would
have been blurred together.

Another example of event-related fMRI comes out of the
field of memory research. During certain memory paradigms
subjects tell you, on a trial-by-trial basis, whether they remem-
ber a stimulus or not by pressing a key or recalling an item. For
this reason it is highly desirable to be able to sort trials based
on subject response. This information is most critical when
considering highly unpredictable events such as the false
memory effect where subjects sometimes report that they
remember events that never happened (41). Schacter and
colleagues (42) explored the false memory effect by using
fMRI and sorted individual trial responses based on subject
performance. They were able to show that many of the same
regions activated by true recognition also were activated by
false recognition, suggesting both kinds of recognition share a
highly similar anatomy.

The manner and limits to how event-related paradigms can
be applied are still being explored. Clark et al. (43), for
example, have examined event-related procedures where dif-
ferent face or face-like stimuli are presented in random order
with 2 sec between stimulus onsets. By using rapid display and
analysis with multiple regression, they showed robust activa-
tion maps that differentiated between face and scrambled faces
consistent with similar work using blocked-task paradigms (44)
and also between new faces and target faces learned before
scanning. Thus, there is every reason to believe that rapid
presentation of stimuli in cognitive task paradigms is feasible.

We recently have explored whether time-course information
can be reconstructed from rapidly presented trials using
overlap correction methods initially developed for evoked
response potential (45–47). Trials of either novel or repeated
visual objects were presented between 6 and 10 sec apart,
within the range where the hemodynamic response from one
trial overlaps with the response from preceding trials. The
overall shapes of the hemodynamic response, after overlap
correction, were similar to those observed for distantly spaced
trials (e.g., ref. 33). For certain regions such as in right
extrastriate cortex, the time course of activation began simi-
larly for both trial types but dropped off more rapidly and did
not reach the same peak if the objects were repeated, suggest-
ing a neural correlate of priming (48).

Another limit being pushed is how many trials are needed to
detect event-related effects. Typically, signals from many trials
are averaged or relied on to generate stable time courses and
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activation maps. However, Richter et al. (34) have shown the
extreme instance: that a single trial of a mental rotation task
is sufficient to detect parietal cortex activation. Although
such a demonstration does not undermine the utility of
averaging across event-related fMRI trials as is similarly
done in nearly all behavioral and evoked response potential
studies, it does provide confidence that signal-to-noise char-
acteristics of event-related procedures are quite good and
that correlation of behavioral responses with individual trial

fMRI signals should be possible. Thus, averaging across
trials will allow for central tendencies in the modal hemo-
dynamic response to be observed, whereas examination of
individual hemodynamic responses may provide information
about the unique aspects of an isolated event. As our
understanding of the characteristics and limitations of event-
related fMRI studies improves, we anticipate that studies
will increasingly take advantage of this property in the
future.

FIG. 4. Examples of applications for event-related fMRI procedures are shown from several different laboratories. (A) Provided by Karl Friston
(Wellcome Department of Neurology). A statistical activation map (horizontal section through the brain) of a subject hearing single auditory words is
shown on the left with individual trial data from one activated voxel shown on the right (labeled adjusted data). The data are fit with a modeled
hemodynamic response function (labeled fitted data), which shows a clear increase in relation to the trial onset. (B) Adapted from Clark et al. (43).
Statistical activation maps are shown for three different stimuli types (scrambled faces, faces, and a target face that subjects are matching to a learned
template). These stimuli were presented randomly in rapid succession, just a few seconds separating their onsets (see text). Methods based on statistical
regression were used to separate the contributions of each stimulus type and generate statistical activation maps. (C) Adapted from Konishi et al. (40).
An activation map showing a right prefrontal area active in no-go trials (no-go vs. go trials) of a response inhibition task. Pixels significantly activated
5 sec after no-go stimulus presentation are coded red. The area containing no-go dominant brain activity foci are enlarged, and the brain activity at several
time points after the stimulus onset is shown for no-go trials (upper panels) and go trials (lower panels). (D) Adapted from Schacter et al. (49). Brain
areas activated by averaged individual trials of a recognition task (see text) are shown based on two separate hemodynamic models with varied delays.
Most areas are active at a relatively short delay of about 4–6 sec to peak. However, anterior prefrontal regions were active with a delay of about 8–9 sec.
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Future Developments

The ultimate limits of temporal resolution achievable from
hemodynamic-based brain mapping techniques is not yet de-

termined. Although delays of a few seconds are observed in the
positive signal changes on BOLD and arterial spin labeling
flow experiments, and upward of 1 sec for potential ‘‘negative’’
signal changes (9), the actual achievable temporal resolution is
determined not by these delays, but by both the signal-to-noise
of the imaging measurements and, ultimately, the underlying
variance in these hemodynamic latencies. Empirically, variance
in the delay and shape of the hemodynamic curve has been
observed across brain regions and across subjects; it is the
origin of this variance that is of greatest interest. For example,
Buckner et al. (33, 42) noted delays between visual and
prefrontal regions on the order of 1⁄2 to 1 sec during both stem
completion and episodic memory tasks. Even more extreme
delays between separate prefrontal regions (about 2–4 sec)
were noted during the episodic memory task (ref. 49; see
Fig. 4D).

Although the source of this variation is currently unknown,
several possibilities exist. fMRI signal delays, at least as
observed by BOLD contrast, are sensitive to vessel diameter,
with larger vessels showing longer delays (50). Thus, one
possible interpretation is that various delays result from dif-
ferences in the underlying vasculature being sampled across
regions. This difference likely accounts for much of the
pixel-by-pixel variance seen within a single functionally spe-
cialized regions such as V1. However, this possibility seems
unlikely to account for all of the broader, regional findings
observed thus far because the longest delays have been noted
in spatially averaged data and specifically in anterior prefron-
tal cortex, even in regions where large vasculature is minimal
(49). A second, more intriguing, possibility is that the observed
regional differences in delay reflect delayed neuronal process-
ing. Although we cannot currently assert this second option as

FIG. 5. Figure provided by Robert Savoy, Peter Bandettini, and
Kathleen O’Craven (Massachusetts General Hospital). Activation
within a region of visual cortex is shown for two separate conditions.
In one condition (Left), the right visual hemifield stimulation proceeds
the left by 500 msec. In the other condition (Middle), the left proceeds
the right by 500 msec. Images from both of these conditions show signal
changes with peaks spanning a considerable range in time (several
seconds as indicated by scale on left). This intrinsic variance is too large
to appreciate the 500-msec offset. However, once the data are
normalized for this intrinsic variance by directly comparing the
hemodynamic response from the two different lags within individual
voxels, the offset between left and right hemifield stimulation can be
appreciated (Right). Although not an explicit comparison across
regions of brain, such a finding suggests that normalization of the
hemodynamic lag within regions can allow small temporal offsets to be
appreciated. These normalized offsets then can be compared across
regions to make inferences about neuronal delay.

FIG. 6. Snapshots of activity evoked by novel versus repeated words in a semantic judgment task at two different latencies are displayed on an
‘‘inflated’’ (54) left hemisphere. These data represent MEG data constrained by structural MRI and fMRI providing an image of cortical activity
that is sensitive to fine spatial as well as temporal changes (46). By combining separate methods it is possible to obtain information unavailable
from data produced by either method alone. Event-related fMRI, which can allow task paradigms that randomly intermix trial types at rapid rates,
will further allow fMRI, MEG, and EEG to be combined in paradigms that are identical across methods.

778 Colloquium Paper: Rosen et al. Proc. Natl. Acad. Sci. USA 95 (1998)

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 N
ov

em
be

r 
28

, 2
02

1 



www.manaraa.com

a likely possibility, it should be fascinating to explore further
the idea that there are classes of neuronal responses delayed
andyor prolonged on the order of seconds after a task event.

Given what we know about the physiological and biophysical
parameters that lead to variance in current fMRI signal change
onset measurements, there are two complimentary approaches
to reducing variance in regional onset delay measurements that
might be used to measure neuronally evoked delays within or
across brain regions with a temporal resolution down to
fractions of a second. First, several MRI acquisition tech-
niques are know to be selectively sensitive to physiological
perturbations within the microvasculature.¶ Though at a loss
of some sensitivity, these data acquisition methods should
reduce the intrinsic temporal lags, and hence variation, created
by imaging flow downstream into draining venous vessels. A
similar reduction in sensitivity to downstream flow should be
provided through use of some of the arterial spin labeling
techniques recently developed, though again at a loss of
sensitivity. The use of higher field strength imaging systems,
and more advanced radio frequency receiver technology,
should at least, in part, mitigate against these sensitivity losses
and make such measurements practical. Second, at least under
some circumstances it will be possible to make measurements
relative to the baseline hemodynamic delay within regions or
voxels. Savoy and colleagues (25) have performed such a
normalization to reveal temporal lags on the order of 1⁄2 sec in
visual cortex (Fig. 5). Their observation clearly demonstrates
the potential of making temporal neuronal onset maps that
have the underlying hemodynamic lag variance removed, even
for time scales significantly below the apparent hemodynam-
ic delays.

These data suggest that combining high-speed MRI tech-
niques with event-related task paradigms can be used success-
fully to map quite rapid hemodynamic changes. ‘‘Rapid,’’
however, is a relative term—although changes on the order of
seconds, or even several hundred milliseconds, is certainly fast
enough to track changes in mental activity occurring with a
broad range of tasks and state changes (for example, in studies
of rapidly intermixed trials types, of sleep, and of learning), it
is clearly not rapid enough to observe the transient coordina-
tion of neuronal activities known to occur across large seg-
ments of the cortex on time scales of tens to a few hundred
milliseconds. The only noninvasive techniques capable of
resolving brain activity at such short time scales are EEG and
magnetoencephalography (MEG). Unfortunately, however,
these techniques provide relatively coarse spatial resolution.
To overcome this limitation, techniques recently have been
developed for combining the temporal resolution of EEG and
MEG with the spatial resolution of fMRI (52, 53). By using
such techniques, it is now becoming possible to study the
precise spatiotemporal orchestration of neuronal activity as-
sociated with perceptual and cognitive events. One example of
MRIyMEG integration is shown in Fig. 6. Event-related fMRI
allows a further refinement of such integration by affording the
ability to study the same exact paradigms in both fMRI settings
and during EEG and MEG sessions.

Conclusion

This paper has briefly reviewed several recent developments in
fMRI that promise to significantly expand, in the temporal
domain, the manner in which we map human brain function.
Two developments should allow the field of fMRI to continue
this dramatic growth. First, because of both the drive to ever
higher magnetic field strengths and improvements in radio
frequency receiver coil technology, MRI signal-to-noise shows

no evidence of plateau. Second, new and more sophisticated
data analytic methods offer greater understanding of our
data’s true sensitivity and specificity and will continue to
improve our ability to address increasingly sophisticated hy-
potheses about the underlying mechanisms of brain action.
Thus there is every reason to expect that the next half-decade
of activity in this field will show growth at least as fast as the
last and carry us into new domains of spatial and temporal
resolution in our efforts at human brain mapping.
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